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Abstract:This paper represents a system for automatically 

question generation from Punjabi text. Asking questions is a 

fundamental cognitive process that underlies higher-level 

cognitive abilities such as comprehension and reasoning. 

Questions are used from the most elementary stage of 

learning to original research. Question Generation (QG) is 

the task of automatically generating questions from various 

inputs such as raw text, database, or semantic representation. 

In this system various Punjabi language dependent rules and 

examples have been developed to generate output based on 

the given input. Questions are generated by the proposed 

system on the basis of these rules and examples. System use 

corpus for Punjabi Named Entities and examples to generate 

the desired questions. 

Keywords: Automatic Question generation system, Rule 

Based approach, Example based approach, Hybrid 

approach. 

INTRODUCTION 

Question Generation (QG) is the task of generating 

reasonable questions from an input, which can be structured 

(e.g. a database) or unstructured (e.g. a text). In this paper, 

we narrow the task of QG down to taking a natural language 

text as input (thus textual QG), as it is a more interesting 

challenge that involves a joint effort between Natural 

Language Understanding (NLU) and Natural Language  

generation (NLG).. The task of question generation contains 

multiple subareas. Question generation is not so easy. It is 

very difficult to generate the questions from text. But the 

generation of question from text is easy as compared to 

paragraph. In terms of target complexity, QG can be divided 

into deep QG and shallow QG (Grasser et al., 2009). Deep 

QG generates deep questions that involve more logical 

thinking (such as why, why not, what-if, what-if-not and how 

questions) whereas shallow QG generates shallow questions 

that focus more on facts (such as who, what, when, where, 

which, how many/much and yes/no questions). 

This paper presents the Hybrid approach to generate the 

questions from given input text. Hybrid approach is a 

combination of Rule Based Approach, Dictionary Lookup 

Approach and Example Based approach. The main properties 

that any Punjabi text is that it contains are names of persons, 

locations, cities, state, country, date format , measurement 

values, directions etc. which are called as Named 

Entites(NEs). Automatic question generation system generate 

the questions on the basis of these named entites. 

For example from the Named Entites we generate question 

like 

1.     ( based on name ) 

Question :     ??  

2.  

kdo  ?  

 

 

  ? 

As seen above question generation system generate all 

possible combination of question from given sentences. 

LITERATURE SURVEY 

Shikha garg, vishal goyal, System for Generating 

Questions Automatically From Given Punjabi Text, 

This paper introduces a system for generating questions 

automatically for Punjabi. The System transforms a 

declarative sentence into its interrogative counterpart. It 

accepts sentences as an input and produces a possible set of 

questions for the given input. Not much work has been done 

in the field of Question Generation for Indian Languages. 

The current paper represents the Question Generation System 

for Punjabi language to generate questions for the given input 

in Gurmukhi script. Proposed system can not generate 

questions with "kuon" , "kive" etc. words. 
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Chin-Yew Lin, Automatic Question Generation from 

Queries In this paper, author proposes automatic generation 

of questions from queries as a shared task. With large amount 

of cQA data available online, together with real world query 

logs, and interests from both academics and industry, author 

believe that the time is ripe for such endeavor. The results 

would change ways that people interact with information and 

provide new perspectives in natural language gen-eration, 

information retrieval, and other related fields.  

Ming Liu, Vasile Rus :G-Asks: An Intelligent Automatic 

Question Generation System for Academic Writing Support 

This paper presents a novel Automatic Question Generation 

(AQG) system, called G-Asks, which generates specific 

trigger questions as a form of support for students' learning 

through writing. We conducted a large-scale case study, 

including 24 human supervisors and 33 research students, in 

an Engineering Research Method source and compared 

questions generated by G-Asks with human generated 

questions. The results indicate that G-Asks can generate 

questions as useful as human supervisors („useful‟ is one of 

five question quality measures) while significantly 

outperforming Human Peer and Generic Questions in most 

quality measures after filtering out questions with 

grammatical and semantic errors. Furthermore, authors 

identified the most frequent question types, derived from the 

human supervisors‟ questions and discussed how the human 

supervisors generate such questions from the source text.  

Husam Ali, Yllias  Chali, Sadid A.  : Hasan Automatic 

Question Generation from Sentences In this paper, authors 

proposed an approach to automatically generate questions 

given sentences. They used the dataset provided by the 

TREC 2007 Question Answering Track and evaluated the 

performance of their system using Recall and Precision. They 

filtered out important sentences from the dataset by following 

a target-driven method. They simplified the process by 

extracting elementary sentences from the complex sentences 

using syntactic information. After classifying the sentences 

based on their subject, verb, object and preposition, They 

generated the questions automatically from them using a 

predefined set of interaction rules. They plan to extend the 

number of interaction rules in the future. They will also focus 

on the sentence classification module to make it more robust. 

Since human generated questions always tend to have words 

with different meanings and senses, the system can be 

improved with the inclusion of semantic information and 

word sense disambiguation.  

PROPOSED SYSTEM 

The proposed system use the hybrid approach (Rule based 

and example based approach) to  generate the possible set of 

questions from given input. Rules are developed by 

considering the features of Punjabi language. Proposed 

system is also integrate the NER system for Punjabi 

language. This system also generate the question like (kyun , 

kiho jiha). 

Proposed system uses the following model. For example if 

question is to be generated from the line containing person 

name the following steps to be used. 

Step1:  Read the input string. 

Step2: Extract the name from input string. if the name does 

not found then run NER tool to extract the name from input. 

Step3: if the name is found in 2 step then replace the name 

with “kiss” or 

“kon” word. 

Step4: perform the post processing and generate final input. 

Rule based approach: Rule based approach used in question 

generation. Some rules for Punjabi language have been 

developed. The following rules are developed to generate the 

questions from the text of Punjabi language. 

Rule 1: if person name is found in the sentence then “ ” or 

“ ” type of question can be generated. 

Rule 2: if location name is found in the sentence then “ ” 

type of question can be generated. 

Rule 3: if any type of date format is found in the sentence 

then “ ” type of question can be generated. 

Rule 4: if the strings “ ” and “ ” is found in the 

sentence then “ ” type of question can be generated. 

Rule 5: if “ ” or “” word is found followed by the 

numeric value  then “ ” type of question can be generated. 

Rule 6: if monetary expression is found followed by words 

like “rupees” or “paise” then “ ” type of question can be 

generated. 

Example based approach:  
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Results and evaluation: 

Proposed system tested on 500 different sentences to 

evaluated the results. Results obtained by our system are 

good. The overall precision of the system is 89.5%.which 

shows good improvement over existing system. 

Various types of questions can be generated by the system. 

The following table will compare the types of question 

generated between the existing system and purposed system. 

 

Question 

Type 

Existing 

System 

Purposed 

system 

 (kithe) yes yes 

(kiss) yes yes 

 (kon) yes yes 

 (kinne) yes yes 

 (kyun) No yes 

Direction 

based 

No yes 

Monetary 

expression 

No yes 

  No yes 

 

Parameters to evaluate the results of the system: 

1. Recall value: This is the value to total no of 

question that are generated by the system to the total 

number of question that can be generated manually. 

2. Precision value: this is the total number of accurate 

questions generated by the system. 

3. F- measure: This defines the mean of recall and 

precision value. 

Questio

n type 

recall precision f-measure 

old new old new old new 

 56.6 92.9

0 

74.

5 

91.5

6 

64.3

2 

91.2

6 

 50 62.8

6 

62.

1 

74.5

2 

55.3

9 

65.6

7 

 48.2

3 

87 73 71 58.1

3 

77.5

6 

 52.3

3 

89.7

9 

51.

7 

94.7

9 

52.0

1 

91.7

5 

 0 91.2

4 

0 98.5

0 

 94.6

4 
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Conclusion and future work 

In this paper we present to generate questions automatically 

from given Punjabi text. As discussed a large Punjabi corpora 

is needed to generate questions. A lot of work is left to 

develop question generation system for Indian languages 

such as Punjabi, Hindi etc. Present system is based on rule 

based and example based in which lots of modifications are 

required. 
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