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Abstract 

          To discuss about an efficient and effective  

framework to automatically track ,monitor, and 

orchestrate resource usage in an  infrastructure as a 

service(IaaS) system.This section provides the finding 

anomalies and user behaviors through given 

data.After finding anomalies user and send to 

detection phase with send to cloud server.We use 

novel tracking method to continuously track 

important system usage metrices with low 

overhead,and develop a Principal Component 

Analysis(PCA) based approach to continuously 

monitor and automatically find anomalies based on 

the approximated tracking results.We show how to 

dynamically set the tracking threshold under dynamic 

workloads.Honeypot-based deception mechanism has 

been considered as one of the methods to ensure 

security for modern networks in the Internet of 

Things(IoT). 

Keywords - Principal Component Analysis, Find 

abnormal events, Task Scheduling  
 

I.  INTRODUCTION 
 

                In this model, a cloud provider manages 

and outsources her computing resources through an 

IaaS system. For example, Amazon offers cloud 

service with its Elastic Compute Cloud (EC2) 

platform, which is an IaaS system. While IaaS is an 

attractive model, since it enables cloud providers to 

outsource their computing resources and cloud users 

to cut their cost on a pay-per-use basis, it has raised 

new challenges in auto scaling, resource allocation, 

and security. For example, auto scaling in the IaaS 

framework is the process to automatically add and 

remove computing resources based upon the actual 

resource usage.  

 

Cloud users want to pay for more resources only 

when they need them, and to make the best use of 

their (paid) resources by evenly distributing their 

workloads. Auto scaling and load balancing, two 

critical services provided by Amazon Web Service 

(AWS) and other IaaS platforms, are designed to 

address these issues. A critical module in achieving 

auto-scaling and load balancing is the ability to 

monitor resource usage from many virtual machines 

(VMs) running on top of EC2.  

 

            In Amazon cloud, resource usage information 

needs to be collected and reported back to a cloud 

controller, not only for the cloud controller to make 

various administrative. 

 

The user’s activities in the web pages are generally 

are; 

 

• Load Dataset 

• Find Abnormal Events 

• Detect User Behaviors through Anomalies 

• Task Scheduling 

• Resource Allocation 

• File Download  

 

II. BACKGROUND 

 

          Cloud computing is a model for enabling 

services, users ubiquitous, convenient and on-demand 

network access to a shared pool of configurable 

computing resources. Cloud is a developing 

technology to facilitate developments so large scale & 

flexible computing infrastructures. Cloud computing 

is a type of Internet-based computing that provides 

shared computer processing resources and data to 

computers and other devices on demand. Cloud 

computing and storage solutions provide users and 

enterprises with various capabilities to store and 

process their data in either privately owned, or third-

party data centres that may be located far from the 

user–ranging in distance from across a city to across 

the world. Cloud computing relies on sharing of 

resources to achieve coherence and economy of scale, 

similar to a utility (like the electricity grid over an 

electricity network. Cloud computing is model for 

enabling services user’s ubiquitous convenient and on 

demand network access to a shared pool of 

configurable computing resources. Cloud is a 

developing technology to facilitate developments of 

large scale on demand and flexible computing 

infrastructure.  In telecommunications, a cloud refers 

to a public or semi-public space on transmission lines 

that exists between the end points of a transmission. 

Data that is transmitted across a WAN enters the 

network from one end point using a standard protocol 
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suite such as Frame Relay and then enters the 

network cloud where it shares space with other data 

transmissions. The data emerges from the cloud -- 

where it may be encapsulated, translated and 

transported in myriad ways -- in the same format as 

when it entered the cloud. A network cloud exists 

because when data is transmitted across a packet-

switched network in a packet, no two packets will 

necessarily follow the same physical path. The 

unpredictable area that the data enters before it is 

received is the cloud. 
 

. III. RELATED WORK 
 

         In [1] author describes the process  to load a 

dataset to process. And then to insert the dataset on 

database dynamically. After that insert the new 

diabetes report  on database. Dataset should be loaded 

after preprocessing automatically and also inserted 

into database newely whenever run the process. 

Select data from the drive storage to load into 

database. Load the data into database for analysis Pre-

process the data to remove the irrelevant record from 

the data. View pre-processed data for 

acknowledgement. 

         In [2] author get pre-processed data for find out 

the abnormal events from the whole data records. 

Analyze user activities using their port address. View 

Collected Abnormal Events or data. Also, used game 

theory to classify the passive users. Here gathers 

information from abnormal events and the original 

data. Classify the active user and the passive user 

with their behavior analysis. View both active user 

data and passive user data.    

         In [3] author this Task scheduling is the 

important module in this system, because this module 

is decided to allocate resource for this tasks. Initially 

it analyzes the number of mobiles and number of 

tasks, that get the tasks size and time of send and 

receive time, but it is based on the tasks length. This 

module gets available resources in the multiple cloud 

servers both public and private resource cloud. 

Dynamically allocate the cloud resource for the tasks. 

 
         In [4] author This Public cloud resource server 

is in the local network, it is communicating through 

Wi-Fi access point.  It has multiple cloud resources 

and each cloud resources have multiple Virtual 

Machines (VM) instances. So it has unlimited 

resource. Get resource description from task 

scheduler in the broker node. If the resource available 

accept the task request.  Here Files are size based 

scheduling on multiple files are processed called as 

Co-Scheduling. 

       In [5] author This is main process for file access 

the user. Here when the user for came for access files 

with go for validation to the cloud service provider. 

Here get the files from the cloud resource in our 

account storage drive. Select a file to download from 

the cloud resource. After selected the file and send 

that files to broker node for scheduling the file. Show 

the selected scheduled file and download the file and 

store in our mobile device. 

       

IV. METHODOLOGY 

 

A. Load Dataset 

            In our Process we have to load darpa dataset 

to process. And then we have to insert the dataset on 

database dynamically. After that We also insert the 

new diabetes report  on database. Dataset should be 

loaded after preprocessing automatically and also 

inserted into database newely whenever we run the 

process. Select data from the drive storage to load 

into database. Load the data into database for analysis 

Pre-process the data to remove the irrelevant record 

from the data. View pre-processed data for 

acknowledgement. 

B. Find abnormal events 

        Get preprocessed data for find out the abnormal 

events from the whole data records. Analyze user 

activities using their port address. View Collected 

Abnormal Events or data. 

C. Detect user behavior through Anomalies 

            In this module use game theory to classify the 

passive users. Here gathers information from 

abnormal events and the original data. Classify the 

active user and the passive user with their behavior 

analysis. View both active user data and passive user 

data.    

D. Task Scheduling 

          This Task scheduling is the important module 

in this system, because this module is decided to 

allocate resource for this tasks. Initially it analyses the 

number of mobiles and number of tasks, that get the 

tasks size and time of send and receive time, but it is 

based on the tasks length. This module gets available 

resources in the multiple cloud servers both public 

and private resource cloud. Dynamically allocate the 

cloud resource for the tasks. 

 

E. Resource Allocation 

               This Public cloud resource server is in the 

local network; it is communicating through Wi-Fi 

access point.  It has multiple cloud resources and each 

cloud resources have multiple Virtual Machines (VM) 

instances. So it has unlimited resource. Get resource 

description from task scheduler in the broker node. If 

the resource available accept the task request.  Here 

Files are size based scheduling on multiple files are 

processed called as Co-Scheduling. 
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V.  SYSTEM ARCHITECTURE 
 

 
 

Fig 1: The architecture of proposed system 

 

                We present, an efficient and effective 

framework to automatically track, monitor, and 

orchestrate resource usage in an Infrastructure as a 

Service (IaaS) system that is widely used in cloud 

infrastructure. We use novel tracking method to 

continuously track important system usage metrics 

with low overhead, and develop a Principal 

Component Analysis (PCA) based approach to 

continuously monitor and automatically find 

anomalies based on the approximated tracking results.  

They are also running some critical operations such as 

data collection and real-time monitoring, which 

makes them attractive targets to malicious attackers. 

To provide protection against potential attacks, multi-

layer security measures are proposed for systems with 

IoT-based applications; in which honeypot-enabled 

intrusion detection component adds extra depth to the 

defense. 
 

VI.  RESULTS AND DISCUSSIONS 

 

              Our presented game model and simulation 

results showed that when facing a high concentration 

of active attackers, it is in the defender’s best interest 

to heavily deploy honeypots. Meanwhile, with a 

sufficiently small probability of active attackers, the 

defender can mix up his/her strategy while keeping 

the attacker’s success rate low. Although our game 

parameters are generically given, we believe that our 

model is valid for security studies and can be flexibly 

adapted to various emerging networks in the IoT 

realm. Specifically, it could be adapted as a 

complementary security component in new IoT 

networks such as smart devices (phones, watches, 

glasses, etc.), medical and healthcare system, smart 

buildings, IoT-based sensor networks, IoT-based 

vehicular networks, and so on. 

 
 

 
Fig 2:Finding anomalies of data 

 
Fig 3:Active and Passive Behaviors 

 

 
Fig 4.Anomalies Data Pre-processing 
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Fig 5. Fraud Events Detection 

 

VII. CONCLUSION AND FUTURE WORK 

 

            The work presents result and applicability of 

the objectives presented. Proposed technique Present 

the ATOM framework that can be easily integrated 

into a standard IaaS system to provide automated, 

continuous tracking, monitoring, and orchestration of 

system resource usage in nearly real-time. we 

developed a game theoretic model to analyze the 

problem of deceptive attack and defense in a 

honeypot-enabled network in the envisioned IoT. 

 

          Upcoming work will be on ATOM is extremely 

useful for anomaly detection, auto scaling, and 

dynamic resource allocation and load balancing in 

IaaS systems. Interesting future work include 

extending ATOM for more sophisticated resource 

orchestration and incorporating the defense against 

even more complex attacks in ATOM. 
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