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 ABSTRACT : Image mining is the 

process of applying data analysis and discovery 
algorithms over large volume of image data. It 
has especially become popular in the fields of 
forensic sciences, fraud analysis and health 
care, for it reduces costs in time and money. It 
allows for the identification of natural group of 
patients given inputs such as symptoms and 
further classifies or predicts derivatives from the 
given data. It couples traditional manual 
medical data analysis with data mining methods 
for efficient computer assisted analysis. In this 
work, the concept of classifying the medical data 
with and without feature selection technique is 
discussed. The features representing the useful 
information about the images were extracted 
and fed to the mining process. The experimental 
results demonstrate that the SVM classifier can 
effectively and efficiently classify the data when 
compared to other classification algorithms. The 
information gain based attribute selection 
method provides the results similar to SVM 
classifier. 
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I. INTRODUCTION 

     Human medical data are difficult to mine and 
analyze due to the heterogeneity of medical data, 
socio-ethical-legal issues, statistical philosophy and 
special status of the medicine [1]. Since the 
medical data are heterogeneous data mining draws 
the concepts mainly from machine learning and 
database technology to strive towards discovering 
some similar structural patterns in data. Data 
mining is the most important technology for 
enabling Evidence Based Medicine, which 
proposes strategies to apply evidence gained from 
medical data for the care of individual patients [2].  

     Mining of bio medical image data is used to get 
a detailed knowledge about the specific features of 
the data and the way in which they are expressed in 
the image. It will also be used to get some non 
trivial conclusions and predictions on the basis of 
image analysis. The attributes essential for 
interpretation of medical data and the way in which 
they were used for decision making can be learnt 
by applying data mining methods [3]. 

     The human medical data utilizes the same 
methodology of transforming raw medical data into 
clinically relevant information through knowledge-
based data mining algorithms. This enables users to 
spend less time in the interaction with image 
volume to extract the clinical information, while 
supporting improved diagnostic accuracy [4]. 

     Biomedical image processing has been an 
interdisciplinary research field attracting expertise 
from various fields such as mathematics, computer 
science and medicine. It has already become an 
important part of clinical routine. Through the new 
development of high technology and use of various 
imaging modalities, more challenges arise; for 
example, processing and analyzing a significant 
volume of images so that high quality information 
can be produced for disease diagnoses and 
treatment [5]. 

     The recent advancements in both hardware and 
software coupled with higher end image processing 
and image vision tools, have made it possible to 
store huge amount of images. This makes an 
increase in number of images and image databases 
need the help of image mining techniques. Image 
mining is branch of data mining that is mainly 
focused with the process of knowledge discovery 
concerning digital images [6]. 

     The rest of the paper is organized as follows. 
Section II describes the related works. Section III 
describes the proposed work. Section IV describes 
results and discussions. Section V describes 
conclusion. 

II. RELATED WORKS 

1. Feature Extraction using GLCM  

     Mohanaiah et al. [7] used gray level co-
occurrence matrix (GLCM) to extract second order 
statistical texture features namely contrast, 
correlation, homogeneity, and entropy. Shweta Jain 
et al. [8] proposed a method for Gray Level Co-
occurrence Matrix (GLCM) to extract the texture 
features and the co-occurrence matrices are 
calculated for four directions. Fritz Albregtsen et 
al. [9] computed the texture features by the 
statistical distribution of observed combinations of 
intensities at specified positions relative to each 
other. Alaa Eleyan et al. [10] analysed GLCM by 
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converting the matrix into a vector that can be used 
in the classification process.  

2.Classification techniques 

     Kun Che Lu et al. [11] identified decision tree 
induction to realize relationships between attributes 
and the target label, and to construct a model for a 
given image dataset. Angelos Tzotsos et al. [12] 
discussed Support Vector Machine for the 
classification of datasets of higher dimensionality 
and it worked the best when compared to other 
machine learning algorithms. Radu Timofte et al. 
[13] proposed Naive Bayes Nearest Neighbor as a 
powerful, approach for image classification since 
the vector quantization step was not used. D S 
Guru et al. [14] used k-nn so that patterns closer to 
each other in the feature space are likely to belong 
to the class of the same pattern.  

3. Feature Selection 

     Andreas G.K. Janecek et al. [15] described 
feature subset selection in his work where a subset 
of the original attributes is extracted and 
approaches such as filters and wrappers were 
implemented. Susana Eyheramendy et al. [16] 
discussed a new feature selection technique based 
on score and the value assigned to the score of each 
feature interprets Bayesian networks.  YongSeog 
Kim et al. [17] proposed feature selection to choose 
a subset of input variables by eliminating features 
with little or no predictive information. M. Dash et 
al. [18] anayzed feature selection to search through 
the subsets of features and the best one among the 
competing 2N candidate subsets was found based 
on some evaluation function. 
 
4. Information Gain based Feature Selection 

     Nicolette Nicolosi et al. [19] stated that the 
information gain is a method that measures the 
decrease in entropy when the feature is given and it 
can generalize to any number of classes. Susana 
Eyheramendy et al. [16] discussed a new feature 
selection technique based on score and the value 
assigned to the score of each feature interprets 
Bayesian networks. Sanmay Das et al. [20] 
proposed filter and wrapper methods of feature 
selection and proposed a new hybrid algorithm to 
boost and incorporate into a fast filter method for 
feature selection. Shailendra Singh et al. [21] 
described the filter phase to select the features with 
highest information gain.  

     This study proposes a biomedical image mining 
framework enabling the image processing tasks 
that extracts useful information from the images. 
The use of image processing operators provides 

flexibility in handling and processing the images. 
The major requirement of the framework is the use 
of a combination of image processing and image 
mining functionalities in a research environment. 
The first objective was met by the use of MATLAB 
[22] while the second objective has been 
accomplished by the coupling of MATLAB and 
WEKA [23] platforms. The proposed framework is 
developed to solve the problem of mining the 
extracted features and using the information in 
decision making. 

III. PROPOSED FRAMEWORK 

1 .System description 

     The proposed method includes image pre-
processing, feature extraction, image mining and 
feature selection. The overview of the proposed 
system is illustrated in fig. 1. The images acquired 
were subjected to preprocessing and feature 
extraction steps. The preprocessing includes 
grayscale conversion, image cropping, 
dimensionality reduction and histogram 
equalization. The canny edge detection technique is 
used to identify the edges of the objects in the 
images. The feature extraction technique involves 
Gray Level Co-occurrence matrix (GLCM) 
[24].These features are extracted and stored 
separately in a table. The feature values are 
classified using various algorithms with and 
without feature selection. The class precision and 
class recall measures the accuracy of these 
algorithms and the comparison table for these 
measures is created. 

 
Fig. 1 Overview of the proposed system 

 
1.1 Image Dataset 
     The utilized image dataset was obtained from 
Kuopio university hospital. The database consists 



International Journal of Computer Trends and Technology (IJCTT) – volume X Issue Y–February 2014 

 

ISSN: 2231-2803            www.internationaljournalssrg.org                                    Page 67 

 

of 89 colour fundus images where 84 of them 
contains mild non proliferative signs of diabetic 
retinopathy whereas 5 are normal images which do 
not contain any signs of diabetic retinopathy [25]. 
The abnormalities present in the images are 
relatively small since they appear near the macula 
they are considered to threaten the eyesight. Fig. 2 
indicates the dataset image. 

 
Fig. 2. DIABRETDB1 fundus image 

1.2 Preprocessing 

     The main objective of preprocessing is to 
enhance the quality of the image data by improving 
the required image features for further processing. 
The preprocessing technique eliminates the 
irrelevant, inconsistent and incomplete data present 
in the images. In order to enhance the image 
quality and to make the feature extraction phase 
more accurate and reliable, pre-processing is 
necessary. 

1.2.1 Gray Scale Conversion 
      
     The original image was true color RGB image. It 
is converted to grayscale image by considering the 
R, G, B color values of each pixel and the output is 
obtained by making it as a single value reflecting 
the brightness of that pixel. The method used in this 
work was simply averaging the RGB values of each 
pixel . 

1.2.2 Histogram Equalization 

     When the images are digitized, noise could 
occur, detecting its peak value, and then adjusting 
each image so that its histogram peak is aligned to 
the average histogram. The brightness of all pixels 
in the image is readjusted ranged from 0 to 255. 

1.2.3 Edge detection 

     Edge detection refers to the process of 
identifying the sharp image brightness changes in 
the points and is organized into a set of curved 
lines called edges. It is a fundamental tool in image 
processing, machine vision and computer vision. In 
this work the operator used for edge detection is 
Canny.  

1.3 Feature extraction 

     Feature extraction is a special when the input 
data to be processed is too large and redundant. 
The transformation of input data into a reduced 
representation of set of features is called feature 
extraction. The main criterion in feature extraction 
is to carefully choose the attributes providing 
useful information. The feature extraction needs 
only a small amount of memory and less 
computation power while describing the data with a 
higher accuracy. In this work, the features extracted 
were mean, standard deviation, correlation, angular 
second moment, inverse difference moment, 
contrast, entropy, minimum and maximum gray 
scale value, mode, ROI (height, width and 
percentage),area, median, kurtosis,skewness, 
minimum and maximum value of histogram, area 
fraction, centroid , angle and centre of mass [26]. 

 

1.4 Image Mining 

     Image mining is the process of discovering 
valuable information from a large amount of data. 
The features that are extracted are stored in a table. 
The features were fed to the classification 
algorithms and were mined. The result obtained 
shows the class precision and recall for the 
algorithms. Some of the algorithms used were 
SVM, Decision tree, K-Nearest Neighbor and 
Naives Bayes [27], [28], [29], [30]. 

1.5 Feature selection 

     Feature selection is the process of choosing a 
subset of input variables by eliminating those with 
little or no useful information. It adopts both 
supervised and unsupervised learning.  

IV. EXPERIMENTAL RESULTS AND 
DISCUSSIONS 

     In this section, an experimental analysis was 
conducted to evaluate the performance of proposed 
data mining algorithms. The performance was 
evaluated on diabetic retinopathy datasets by 
comparing the measures for the classification 
algorithms. The features were selected by attribute 
construction method using information gain and 
were made to classify. Finally the accuracy of the 
proposed work for mining the dataset is examined 
for classification with and without feature selection 
techniques. 
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Table. 1 Comparison results of efficiency of the 
classification algorithms 

 

Table. 2 Efficiency results for image 
mining with and without feature selection 

 
     The results from the Table 1 indicate that the K-
NN classifier takes less time to build the model. 
The accuracy of correctly and incorrectly 
classifying the instances was higher in SVM 
classifier when compared to other classification 
algorithms. The problem of predicting the true 
class and the error values is higher in SVM 
classifier. 

     When comparing efficiency results of SVM 
classifier and Information gain based feature 
selection in Table 2, SVM classifier provides less 
mean absolute error and root mean squared error 
values.  

     Fig. 3. Indicates the cost/benefit analysis result 
for support vector machine classification algorithm.    
The result demonstrates that the cost was decreased 
when compared to other 
algorithms.
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Fig.  3. Cost/Benefit Analysis for SVM 

V.CONCLUSION 

     The image mining framework collaborated with 
image processing operators has been developed and 
the performance is evaluated. The grayscale images 
were histogram equalized and the edges were 
detected. The features were extracted from the 
edges and were provided as input to data mining 
algorithms. The proposed work compares the 
efficiency and accuracy of the classification 
algorithms. The results were obtained for 
classification algorithms with and without feature 
selection. The results can assist as a second option 
for physicians in diagnosis. In future work, the 
attributes will be selected based on the varying 
evaluator methods and searching techniques. 
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